
ECE1784H/CSC2559H: 
Trustworthy Machine 

Learning
Prof. Nicolas Papernot

nicolas.papernot@utoronto.ca

Please send a private note on Piazza instead (we will respond faster)



Land acknowledgment

We wish to acknowledge this land on 
which the University of Toronto 
operates. For thousands of years it has 
been the traditional land of the Huron-
Wendat, the Seneca, and most recently, 
the Mississaugas of the Credit River. 
Today, this meeting place is still the 
home to many Indigenous people from 
across Turtle Island and we are grateful 
to have the opportunity to work on this 
land.
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Logistics

• Course syllabus: papernot.fr/teaching/f22-trustworthy-ml
• Schedule
• Assigned reading 
• Assignment description
• Grading information
• Ethics statement

• Class: Tuesdays 3-5pm
• Office hours: Tuesdays 5-6pm (here)
• TAs: Jonas Guan and Stephan Rabanser
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What is this class?

This is not a ML course
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What do I mean by trustworthy ML?

Security

Confidentiality

Fairness & Ethics

Privacy

5Safety



Again, this is not a ML course.
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stochastic convex optimization, MSE, PCA, SGD, L-BFGS, TPU, 
label smoothing, distillation, semi-supervised learning, 
embeddings, ResNet, BERT, central limit theorem, SVM, dropout, 
computation graph, non-IID, regularization, CNN, Newton step, 
generalization, expressivity



Format for weeks 3-10

• High level:
• Research papers
• One team will present and lead the discussion
• Interactive discussion (everyone should do the reading ahead of class)

• 10mn: introduction to week theme
• 75mn: presentation on papers
• 15mn: discussion
• 10mn: break ad midpoint of class
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Timeline

• d-14 (Tuesday): presenter team hands in draft of slides
• d-7 (Tuesday): slides are released to class, all non-presenting 

students comment on slides while reading papers
• d-1 (Monday 5pm): non-presenting students submitted 

discussion questions
• d (Tuesday): presenter team lectures, everyone participates in 

discussion
• d+3 (Friday): presenter team submits final slide deck
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During class: discussion

• All: ask questions
• Presenting team: 

• May choose an appropriate format
• Slides
• interactive demos 
• code tutorials

• Should involve class
• Should cover (at least) the papers assigned for reading
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Rubrics
• See syllabus. For presentation:
• Technical:

• Depth of content
• Accuracy of content
• Paper criticism
• Discussion lead

• Soft presentation skills:
• Time management
• Responsiveness to audience
• Organization
• Presentation aids
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Lateness policy

• Slide deck commenting and questions submissions assigned 
each week will not be accepted late

• All other assignments (i.e., presentation slides and project 
reports) will be assessed 

• a 10% per-day late penalty
• up to a maximum of 2 days 

• Students with legitimate reasons who contact the professor 
before the deadline may apply for an extension.
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Grading scheme

• 15% weekly reading questions
• 20% participation (slide deck commenting and in class 

discussion)
• 30% paper presentation
• 35% research project
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Research project
• Teaching team available at end of class each week
• Take a look at topics and papers covered in the syllabus
• Identify two areas of interest
• Formulate a project proposal and discuss with us ahead of Oct 8

• Proposed title
• Proposed team (optional)
• Proposed problem
• Proposed methodology (optional)
• Alternative topic you would be interested in

• If you do not find teammates within 1-2 weeks, let us know on piazza 
(you can use private note)
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Integrity

Any instance of sharing or plagiarism, copying, cheating, or other 
disallowed behavior will constitute a breach of ethics. Students 
are responsible for reporting any violation of these rules by other 
students, and failure to constitutes an ethical violation that carries 
with it similar penalties.
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Ethics
This course covers topics in personal and public privacy and security. 
As part of this investigation we will explore technologies whose abuse 
may infringe on the rights of others. As an instructor, I rely on the 
ethical use of these technologies. Unethical use may include 
circumvention of existing security or privacy measurements for any 
purpose, or the dissemination, promotion, or exploitation of 
vulnerabilities of these services. Exceptions to these guidelines may 
occur in the process of reporting vulnerabilities through public and 
authoritative channels. Any activity outside the letter or spirit of these 
guidelines will be reported to the proper authorities and may result in 
dismissal from the class. When in doubt, please contact the course 
professor for advice. Do not undertake any action which could be 
perceived as technology misuse anywhere and/or under any 
circumstances unless you have received explicit permission from the 
instructor.
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Machine learning paradigm
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Training data
(input +label)

Model

Predictions

Learning 
hypothesis

Test data
(input)

Fitting

Inference



ML for spam detection
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Emails + labels 
(spam/ham)

Model

Flag as spam or 
mark as ham

Neural networks

Unlabeled email

Fitting

Inference



ML paradigm in adversarial settings

18

Emails + labels 
(spam/ham)

Model

Flag as spam or 
mark as ham

Neural networks

Unlabeled email

Fitting

Inference

Poisoning: adversary inserts emails that contain spam but removes them from the spam folder back to inbox 



ML paradigm in adversarial settings
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Emails + labels 
(spam/ham)

Model

Flag as spam or 
mark as ham

Neural networks

Unlabeled email

Fitting

Inference

Evasion: adversary crafts adversarial example that evades detection (spam email instantly marked as ham)



ML paradigm in adversarial settings
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Emails + labels 
(spam/ham)

Model

Flag as spam or 
mark as ham

Neural networks

Unlabeled email

Fitting

Inference

Membership inference: adversary inspects model to test whether an email was used to train it (privacy violation) 
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Adversarial examples
(Szegedy et al., Biggio et 
al.)
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Membership inference 
attacks
(Shokri et al.)



ML paradigm in adversarial settings
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Emails + labels 
(spam/ham)

Model

Flag as spam or 
mark as ham

Neural networks

Unlabeled email

Fitting

Inference

Model extraction: adversary observes predictions and reconstructs model locally



Societal aspects of the ML paradigm
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Faces + Identity 
label

Model

Identity
Neural networks

Face

Fitting

Inference

Fairness: if training data does not contain enough faces from a minority or wrong training 
objective is used, accuracy at inference suffers (model does not build relevant features)



Societal aspects of the ML paradigm
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Faces + Identity 
label

Model

Identity
Neural networks

Face

Fitting

Inference

Interpretability: how do we explain a ML algorithm to a human?

How does this work?
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Security + Societal = Trustworthy 



Saltzer and Schroeder’s principles
Economy of mechanism.
Keep the design of security mechanisms simple.

Fail-safe defaults.
Base access decisions on permission rather than  
exclusion.

Complete mediation.
Every access to an object is checked for authority.

Open design.
The design of security mechanisms should not be 
secret.

Separation of privilege.
A protection mechanism that requires two keys to 
unlock is more robust and flexible.

Least privilege.
Every user operates with least privileges necessary.

Least common mechanism.
Minimize mechanisms depended on by all users.

Psychological acceptability.
Human interface designed for ease of use.

Work factor.
Balance cost of circumventing the mechanism with 
known attacker resources.

Compromise recording.
Mechanisms that reliably record compromises can be 
used in place of mechanisms that prevent loss.



Fail-safe defaults
Example 1: do not output low-confidence predictions at test time

Example 2: mitigate data poisoning resulting in a distribution drift

Attacker: submits poisoned points to gradually change a model’s decision boundary
Defender: compares accuracy on holdout validation set before applying gradients

New 
data 
batch Is 

performance 
comparable 
on holdout 

data?

Yes

No



Open design
Example 1: black-box attacks are not particularly more difficult than white-box attacks

Insider leaks 
model

Reverse 
engineering

Black-box 
model

Model 
extraction

Transferability

ACM:2650798 (Šrndic and Laskov); arXiv:1602.02697 (Papernot et al.)



Separation of privilege 
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Saltzer and Schroeder’s principles
Economy of mechanism.
Keep the design of security mechanisms simple.

Fail-safe defaults.
Base access decisions on permission rather than  
exclusion.

Complete mediation.
Every access to an object is checked for authority.

Open design.
The design of security mechanisms should not be 
secret.

Separation of privilege.
A protection mechanism that requires two keys to 
unlock is more robust and flexible.

Least privilege.
Every user operates with least privileges necessary.

Least common mechanism.
Minimize mechanisms depended on by all users.

Psychological acceptability.
Human interface designed for ease of use.

Work factor.
Balance cost of circumventing the mechanism with 
known attacker resources.

Compromise recording.
Mechanisms that reliably record compromises can be 
used in place of mechanisms that prevent loss.

https://www.cs.virginia.edu/~evans/cs551/saltzer/



Trusted Computing Base?
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CPU GPU/TPU

OS

TensorFlow/JAX/Pytorch

Python



• Syllabus: papernot.fr/teaching/f22-trustworthy-ml
• Use piazza for discussions / questions to the teaching team
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